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PREFACE

This report concludes the development of the SCOT (Simulation
of Corridor Traffic) model inscfar as it demonstrates the ability
of the model to replicate the movement of freeway traffic. A pre-
vious Urban Traffic Corridor Study performed by the Control and
Simulation Branch of the Transportation Systems Center attempted to
accomplish the same objective but was incomplete. The earlier
effort was covered by Report No. DOT-TSC-FHWA-73-2 of January 1974
and is supplanted by this document.

This work was sponsored by the Traffic Systems Division
of the Office of Research of the Federal Highway Administration.

The authors are indebted to Dr. Guido Radelat of the Federal
Highway Administration for his advice and encouragement, to the
Dallas Highway Department and Mr. James Carvell of the Texas
Transportation Institute for their cooperation in the study, and to
Messts., Edward Lieberman and David Wicks of KLD Associates, Inc.
for their efforts under contract number DOT-TSC-740.
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1. INTRODUCTION

Simulation is an inexpensive method for evaluating the effect
of traffic control strategies when the phenomena are too complex to
be defined by analytical methods and when a controlled experiment
may be hazardous, expensive, and slow in producing meaningful results.
Traffic flow in an urban grid-freeway integrated highway system

represents a phenomenon of this type.

In 1970, General Applied Sciences Laboratory, Inc. developed
a freeway simulation model called DAFT (Dynamic Analysis of Freeway
Traffic) (1). This model treated the freeway traffic as groups of
cars rather than treating each car individually. Although never
validated, DAFT appeared to be a suitable model for analyzing free-
way traffic control strategies. On the other hand, an urban traffic
control simulation model (UTCS-1) was developed by General Applied
Science Laboratory, Inc. and Peat, Marwick, Mitchell and Co. under
a contract with the Federal Highway Administration (FHWA) (2). This
UTCS-1 model has been validated for urban traffic control systems,
and its use is appropriate for the examination of surface street
traffic control problems (3). However, neither model is adequate
for analyzing an urban traffic network control strategy when the
network includes surface streets and freeways connected by ramps.
To meet this need, the FHWA in 1972 signed a project agreement with
the Transportation Systems Center (TSC) to have such a model developed.
The SCOT model developed and programmed by GASL under contract for
TSC was the result of this effort (4).

During 1973, TSC performed studies of this model (5) for the
purposes of calibration and validation with Dallas, Texas Jdcrth
Central Expressway as the test site. These calibration and validation
studies showed that when freeway traffic flows were in the forced-
flow region of the speed/density curve, i.e., k>kOpt the tendency
was for the affected link to jam. This jam then propagated backward
and resulted in jamming the upstream links. An incremental increase
in traffic volume caused the onset of forced-flow conditions but a
large subsequent volume decrease was required to bring the state of

traffic from the forced flow region back to the free-flow region.



Based on these studies, it was recommended that a data collection and
reduction program for the Dallas Corridor test site be initiated,

and a model calibration and validation be performed. During 1971

KLD Associates (6) under contract to TSC, implemented this data
collection and reduction effort and completed the calibration anl
validation of the SCOT model. Substantial modifications were male

to the freeway logic of the model as described in a later section

in order to replicate freceway traffic.

The Dallus North Central Expressway is the site of the Dallas
torridor Control Project sponsored by the FHWA. This project is
directly concerned with the installation, operation, and evaluation
of electronic traffic surveillance, communication, and control
systems to improve the flow of traffic on both an urban freeway

and the adjacent surface street facilities.



2. SCOT MODEL DESCRIPTION

SCOT is a computer model which may be applied to an urban traffic
corridor and will simulate vehicular traffic on freeways, including
on-and off-ramps and urban streets. It is essentially a combination
of the macroscopic freeway simulation model (DAFT) and the operational
urban street simulation model (UTCS-1). An urban traffic network
containing up to 100 intersections of freeway and arterial links
may be represented. Turning movements at each node or origin desti-
nation volumes for the entry and exit 1links may be used for describ-
ing the traffic flow. The urban traffic flow is modeled microscopil-
cally, that is, each vehicle speed is based upon the application of
a car follower law, with modifications in speeds performed through
simulated interactions with intersection regulatory devices such
as traffic signals or stop signs. Queues formed by stopping at signals
are discharged according to input discharge times and lead car speeds
up to the limit are calculated based upon observed accelerations.

The freeway portion operates macroscopically, with vehicles
grouped in platoons as large as ten cars and is subject to the follow-
ing speed density relationship within a given link:

u. for o < k <k

c
1]

f f b
k* - k.2
u = ug 1 - f for kf < k < kC
a a
kj - k¢
u = 0.9 Qmax/k for kc < k < kj

Q = ku o< k< kj
In these equations u = speed, k = density, Q = flow, ug = free

flow speed, kg = density at transition from free flow to forced

conditions, kj = jam density, and kC is defined such that u(kc)kC

= 0.9 Qmax when k is greater than the density at Qmax. Qmax is

the point at which the derivative of the Q(k) curve is zero exclud-

ing the condition k = kj and the model never lets speed become less



than 7 mph for all densities. The values of these parameters are
obtained from field data by a least squares curve-fitting technique
as a result of calibration effort that must precede the applicaticn
of the model. A typical plot of the calibration speed density re-
lationship is shown in Figure 1. Also plotted is the volume Q, which

is the product of speed and density.

A primary attribute of the model is its universality of appli-
catlon. The model may be applied to any geometric configuration
and traffic demand conditions due to its network representation of
the roadway system and its non-restrictive manner in which the signal

control, traffic routing, and incoming demand may be specified.

Input data (Figure 2) required for operation of the model con-
sists of the descriptions of the links, traffic signal data and
entry-link traffic flows. The links are described in terms of the
node numbers of their extremities, the numbers of lanes, the spzn,
the percentages of turning traffic at the intersections, the
destination nodes of traffic discharged through the link, and,
for freeways, the values of a, b, kf and k.. The free-flow speed
for each link is also included, which for urban streets is the
speed limit. Generally, links are described as extending from
intersection to intersection on urban streets. On the freeway, they
may extend from ramp to ramp or until a change in roadway slope is

encountered.

Traffic signal data for each node includes cycle durations .
phasing informatiecn and the node numbers of the approaching links,
Information concerning sign control or specialized codes such a:s
green arrow indications is also input. The time lost upon sign:l
changes and the mean queue discharge times are included as input
for urban streets. In addition, if freeway ramps are signalizec,
metering rates and freeway gap acceptance criteria are specified.
The link data and input statistics may be updated throughout the
simulation by the use of subintervals, at which time statistics are
gathered for outputs. A typical and convenient subinterval lenygth
is five minutes.

The available output statistics and measures of effectiveness
(Figure 3) describe traffic processed through each link in terms
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of the numbers of vehicles discharged, the total time of travel, the
average link speed during the subinterval and the average occufancy.
In addition, travel time per vehicles, delay times, stops per vehicle,
the percent of the delay due to stops and the lccations and nunber
of cycle failures are included as outputs. A record of the elepsed
simulated time appears for each subinterval. An intermediate cutput
for urban links is also available. This includes the numbers cf
vehicles which have performed turns during the subinterval and the

queue length at the current time on a per lane basis.

To utilize the model, data must be taken for calibration pur-
poses. This includes determination of the network topology, deter-
minations of turning movement percentages and the traffic light and
entry link statistics. For the freeway, an extensive set of measure-
ments of speed versus density is required for each link. These
measurements need not be obtained simultaneously for each link, al-
though, an attempt should be made to obtain data that includes as
high a vehicle density as possible. Data at high densities permits
better speed-density curve fit via the SRCH progran.

The computer running efficiency for the model is about 1 riinute
of computer time for every 6 minutes of real time for a networl of
27 nodes and an average of 247 vehicles when simulated on the
CDC6600 computer with a sample rate of one second for arterial
streets and four seconds for the freeway. The model is progranmed
in Fortran IV for the CDC6600 or IBM 360/75 computers.,



3. DALLAS NORTH CENTRAL EXPRESSWAY

The Dallas North Central Expressway (7), a portion of which
is represented in Figure 4, is a fully access-controlled freeway that
extends from downtown Dallas generally northward t¢o Richardson, Texas
a distance of approximately 12 miles. It may be described as a
depressed freeway with diamond-type interchanges at all but two
interchange locations. The freeway has three lanes in each direct-
ion from the downtown area to the Mockingbird crossover and two lanes
in each direction from that point north. Running parallel to the
expressway are frontage roads that are continucus except at the
railroad crossing just south of Mockingbird, the Loop 12 clover-
leaf interchange, and the IH635 interchange.

The Expressway operates at or near possible capacity in the
peak traffic hours of 7-9 am and 4-6 pm with typical peak-hour
volumes in the Mockingbird area at 4700 to 5500 vehicles per hour.
Metered ramp control is presently in operation for both peak
directions. The objective of ramp control is to keep the freeway
operating at near optimum flow. This is accomplished by limiting
entering traffic in order to keep the freeway volume below its
breakdown capacity. The rate of flows allowed for each entrance
ramp is set according to measured traffic parameters on the freeway
as shown in the Figure 4. The A-type detectors indicate volume
and speed and the V-type are used for volume alone. In addition,
on-and off-ramp volumes are monitored by the 0 and R detectors.
The Dallas North Central Expressway ramp control system uses the
traffic data collected each minute to set the ramp metering rates
for the feollowing minute. The ramp vehicles are then essentially
released at a uniform rate such that if a rate of six vehicles per
minute is selected for a ramp, a vehicle is released on the ramp
every ten seconds to enter the mainstream of the freeway. 1In
addition to determining a metering rate for each ramp, the system
also tries to match entering ramp vehicles to available gaps in
the outside traffic lane, If a gap is found, the vehicle is
released. If no gap is available by the end of the release cycle,
the vehicle is released to find its own way onto the freeway.

9
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The test network (Figure 5) chosen for the calibration and
validation of the SCOT model is a 1.2 mile north-bound section of
the Dallas North Central Expressway that stretches from just south
of Mockingbird Lane to Lover's Lane, including the parallel sections
of the frontage road and six ramps, and four are off-ramps. Although
there is sufficient capacity to handle the existing northbound
traffic demands in the three lane section from downtown Dallas to
Mockingbird, the dropping of a lane at Mockingbird and weaving
maneuvers in that area restrict traffic flow movement and cause a
significant drop in vehicle speed.

11



(9) yIomiaN 31sal

‘aATd ELL
ALY SHIAINN FVA

‘¢ adnidryg

INYT
Gy 19INIA0W

L

AVMSSINdXT TVALNID HINON SYT1¥0

12



4, DATA COLLECTION

Data for the calibration and validation of the SCOT model was
collected during the period 25 February 1974 through 12 March 1974
on the 1.2 mile north-bound section of the Dallas North Central
Expressway test network. Several different techniques were used
to collect the data: aerial photography, super 8 mm movies, 35 mm
still photographs, mechanical counters, and floating car methodology.
For calibration, the data collected included: 1) vehicle volume
and density for each freeway link (8 links) 2} frontage road free-
flow speeds, 3) queue discharge rates, 4) ramp-merge delays
and 5) geometric characteristics of the test network. Other re-
quired calibration data such as vehicle turning movements, signal
phasing, offset and timing, and percentage of trucks in traffic
volumes were taken from previous studies (5). For validation, the
following data was collected: 1) freeway-link vehicle content and
2) freeway and ramp volume counts. Because the urban street port-
ion of the model (UTCS-1) had previously been validated, only the

freeway required measurement and testing.

For calibration, the largest bulk of data was collected in
order to resolve the speed density relationships for the eight free-
way links. The basic data collection technique was the use of
density traps. Density traps were defined so as to correspond to
visible landmarks, e.g., light poles and signs on or beside the
roadway. Typical trap lengths used were 260 feet. For six of the
eight freeway links it was possible to film an entire density trap
with one super 8 mm camera from an elevated position. For the
other two links where the entire density trap could not be viewed
via an elevated camera it was necessary to use two super 8 mm
cameras, one at each end of the density trap, and one 35 mm still
camera with a wide angle lens to record the vehicle density at
each minute. Filming frequency for all freeway link speed-density

data was nominally three frames per second.

13




Frontage road free-flow speeds were determined from floatiag
car data. The flocating car method is defined as the travel time
measurement of a vehicle which attempts to pass as many vehicles
as pass it. In this way, an average traffic speed is approximated.
For free-flow speed calibration, the floating car runs were nade
during light flow conditions.

Queue discharge data for the two study area intersections was
coilected using a ground based super 8 mm movie camera with the
filming frequency set at approximately five frames per second. The
camera recorded the passage of vehicles across the stop line as
well as the signal face.

Ramp merge delay data was also determined via super 8 mm film
at a nominal film frequency of 5 frames per second. The camera was
positioned to record the entire region from the ramp metering signal
and parallel freeway section to the next downstream underpass.

The validation data base for the SCOT model was collected
during the period 4:00 to 5:30 p.m., 12th March, 1974. Two basic
types of data were collected for the SCOT validation: 1) aerial
photographs, and 2) ground based 8 mm motion pictures. All dzta
collection activities were coordinated by synchronizing watches
located at each data station prier to the actual run.

Aerial photographs were taken at approximately one-minute
intervals throughout the ninety-minute data collection period.
The photographs were taken from a fixed-wing aircraft flying at
6,000 feet above the study area. The entire study area was clearly
visible in each fine grain 9-inch black and white photegraph tezken.
Each photograph contained a reference clock time that was synclro-

nized with the ground master watch.

At each of seven freeway data stations, 8 mm motion pictures
were taken at a rate of three frames per second. These data stations
were set up to coincide with each ramp junction and the downstieam
side of each underpass. The filming was also augmented by hanc
counting to provide data during film changing and in the event of
camera failure.
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5. DATA REDUCTION AND CALIBRATION

Films of the freeway-link density traps were reduced by count-
ing vehicles passing one end of the trap and periodically recording
trap content. Trap content was evaluated at a six-second time inter-
val in order to resolve vehicle densities to approximately one
vehicle per lane-mile. A specifically designed program then pro-
cessed the raw vehicle count and content data to produce one, two,
and four minute data aggregates of volume and density. Speed was
then obtained for each aggregation via the relationship speed=volume/
density.

This speed-density data was then punched in a format required
for a speed-density curve fit program called SRCH. This SRCH pro-
gram (6) applies a least squares procedure to fit the data with the
previously described speed/density relationship. Inputs to the
program consist of the speed density values and the allowable ranges
of kf,
and speed and density at Qmax are input. The combination of these

k. and a., In addition, the values of density at free flow

parameters which produce minimum or near minimum least squares
error and satisfies the observed value of capacity, are output by
the SRCH program.

Once candidate families of curves were established, a further
review was required to choose the single "best" equation for each
link. Because of the results of chi-square statistical tests only
SRCH candidates based on one minute data aggregates were considered.
From the chi-square tests, it was found that speed-density data
populations are sensitive to aggregation period duration. As the
aggregation period gets shorter, the range of density points tends
to widen. Since it was desired that the speed-density calibration
curves be generated for the widest density range possible, the short-
est practical aggregation period, one minute, was selected. The
calibration speed density relationship for each link was then chosen

by reviewing maximum flow rate, Qmax, and the optimum density, kopt

For most 1inks, the peak flow was approximately 1800 vehicles
per hour per lane. For the first two links, with a lane drop at
the down stream end of link number two, the maximum flows averaged
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approximately 1300 vehicles per hour per lane. To preserve geler-
ality in the model, lane specific flow and speeds were not obtiined,
thus, the same speed-density relationship applies to all lanes for

a given link during the entire simulation.

The films of the metered on-ramps were reduced to provide both
travel times for ramp vehicles and evaluations of freeway lane 1
flow rate as a percentage of total flow. For this ramp metered
freeway system, it was determined that 47 percent of the total volume
flows in lane 1 at all flow regimes. In addition, travel times of
all delayed ramp vehicles at each ramp were classified by freeway
lane 1 rate. The ramp merge delay at peak flow averaged approxi-
mately 5.3 seconds and approximately 84 percent of all vehicles
trying to merge at peak flow conditions experienced a delay. Under
the measured forced flow conditions, the delays averaged 6.1 seconds,
and all vehicles were delayed. Queue discharge parameters for the
two signalized intersections in the study network were found from
the queue discharge data. The differences in frame counts were
converted to vehicle headways and lost times.

For the validation process, the aerial photographs taken
throughout the validation period were examined to determine ccntent
on a per link basis. A validation simulation subinterval of five
minutes was chosen so that the content corresponding to the time
period between each fifth aerial photograph was determined. 2s
concerns freeway volumes, each validation film was then reduced so
as to provide freeway and ramp counts for the period between con-
secutive aerial photos. The aerial photographs were coordinated
by recognizing the corresponding vehicle patterns in some frames
of the movie films. The vehicles crossing each link boundary were

counted and recorded for each period.

Initial computer simulation runs of the model indicated ¢
sensitivity of the model to small parametric changes. Consequently,
significant modifications of the speed-density formulation anc. free-
way logic of the SCOT model were made. First, the resolution of
the "a" parameter of the speed-density relation was increased from
an accuracy of .1 to a resolution of .01. This allowed use of

16



parametric curves that exhibit a smaller error with respect to the
calibration data. Secondly, an inter-link speed '"look ahead" feature
to represent the interaction of contiguous freeway links was added
whereby a vehicle platoon on the last 30 percent of a link experi-
ences a density equal to the average of the densities of the link
it is travelling on and the link it is about to enter. In other
words, the vehicle platoon is able to foresee the density on the
next link to a certain extent. In addition, a 50 percent density
smoothing factor has been implemented for the re-evaluation of
density after each filtering period. This smoothing alleviates

the effect of sudden changes in density. Essentially, the density
of traffic on any link now includes part of the density from the
preceding interval on that l1ink. Finally, after the density has
been reevaluated, the speed of platoons on the link is not allowed
to change abruptly. This is accomplished by modifying each platoon
speed so as to switch gradually from the speed appropriate to the

0ld interval to an updated speed for the new interval.

17



6. SIMULATION OF TEST NETWORK

A ninety-minute simulation was performed using the flows
measured south of the first Mockingbird exit as the inputs to
entry link 701,1. In addition, entry flows of the urban streets
were input. Values of traffic volume, speed, and link occupancy
were calculated and output was gathered every five minutes of simu-
lated time. Input (Figure 2) values consisted of the link end
points, number of lanes, link length, free speed, percentage of
traffic turning, number of the next suceeding node for each turning
direction, and in the case of the freeway, the parameters describing
the speed-density curve. For the urban links, such as the parallel
frontage road, information concerning queue discharge rates, podes-
trian densities, and lane channelization were input. In addit:on,
traffic signal data including interval durations, offsets and
signal displayed to the approaching links were included. For -he
on-ramps to the freeway, the ramp metering control criteria we-e
input with metering rates based upon queue length behind the signal

and flow rates on the expressway.

The model was run and allowed to come to equilibrium before
statistics were gathered. A zero net change of vehicles in th:
network from cycle to cycle was indicative of equilibrium. As the
simulation progressed from subinterval to subinterval, input flow

and turning rates were changed according to the measured data.

The output (Figure 3) basically consisted of flow, speed, and
occupancy statistics for each simulated link. Delay times were
calculated based upon the amount the speed was reduced below the
free speed. 1In the operation of the model, cumulative statistics
were output which were reduced to a subinterval basis for statistical
analysis. The simulation output was then compared to the validation
flows, densities and derived speeds (Table 1) that were measured
as part of the data collection and reduction activity. Simulated
results and the corresponding field quantities were then subjected
to validation statistical tests.
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/. VALIDATION

The process of validation applied to this model consisted of
testing the null hypothesis,

Ho: model ocutput = empirical record

using the mean values or distributions both on a link by link and

a subinterval by subinterval basis. If the model is successfully
validated, the hypothesis is not rejected. The measures of
effectiveness (MOE) tested were: vehicles discharged, average
saturation and average speed. Saturation is defined as the average
percentage of link area occupied by vehicles. Statistical tests
were then conducted to check for significant differences between
the field and simulaticn data at the 1, 2, and 5 percent levelc.
The tests applied to these MOE's were: paired Student t, Wilccxon
signed rank, Mann-Whitney U and one way analysis of variance.

The vehicles discharged showed no significant differences at
any level of significance on a link-by=-link basis as shown on the
upper portion of Table 2. Thus, no evidence was found to reject
the null hypothesis at these levels., When the tests were performed
on a subinterval by subinterval basis and all links are included,
the t test indicated significant differences while the Mann-Wh.tney
and analysis of variance test indicated no significant differences
at all tested levels of significance. (See lower portion of
Table 2). It was observed that these distributions had a bimodal
shape due to the two classes of links considered i.e., freeway
links and ramp links. However, the conclusion remains that no
evidence exists to reject the null hypothesis when the statistics

are compared on a subinterval basis.

The average speed indicated less agreement than the volum:
(Table 3). Two of the eight freeway links indicated significait
differences at the one percent level for the t and Wilcoxon tests,
however, the Mann-Whitney indicated no significant differences at
the 1 percent level for ail links. It should be noted that in both
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Table 2 and 3 levels of significance are designated by asterisks.
Blank spaces indicate no significant differences at the 5 percent
level.

The two links which did not perform well according to the t
test are both downstream of the bottleneck link and are calibrated
based upon a restricted data set. The characteristic speed at 100
vehicles per lane mile, which must be specified for calibration
purposes, was only roughly estimated because of a lack of data points
near this density. Thus, the calibration for these 1links may be
questionable. In addition, the scatter of data points about the
curves for these links is rather pronounced, indicating greater
driver speed selection at a given density. All tests performed,
except the Wilcoxon, for all links on a subinterval by subinterval
basis indicated no significant difference at the 1 percent level for
all subintervals.

Average saturation performed in the same manner as the speed.
The same two freeway links indicated significant differences for
the t and Wilcoxon tests, but no significant difference was noted

for all links at the 1 percent level.

The ramp statistics indicated some significant differences
from the field data due to data taking and model related causes,
The field data, especially that of content, was taken at one-
minute intervals with considerable variance exhibited due to the
nature of ramp operations, i.e., several cars turning off in sequence
followed by a period of an empty ramp. The speed, which is cal-
culated from this content and volume likewise exhibits considerable

variance.

The second reason for the discrepancies is the inability of
the surface street model to represent the interface between off-

ramps and the connecting surface street.

The lower portions of the on-ramps indicated good agreement
between field data and simulation output. No statistical differences
were observed for these two links. The upper part of the ramp, which
is metered by signals, revealed differences between the field and
simulation results. At present, no satisfactory explanation is

available for this discrepancy.

23



In summary, based upon the tests utilized, the null hypothesis
cannot be rejected at the 1 percent level of significance. The
Mann-Whitney U test, which tests the frequency distributions 1is
applicable because the sample sizes are adequate to insure nor-
mality of the statistic. The results are acceptable for designsting
the model as sufficiently validated and, if volume alone is the
desired quantity, an extremely good indicator of traffic behavior.
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8. ORIGIN-DESTINATION TRAFFIC ASSIGNMENT DEMONSTRATION

In addition to data collected for calibration and validation
of the SCOT model, license plate data were gathered during the va-
lidation period for demonstration of the origin destination traffic
assignment capability of the model. License plate data, the right
most three alphanumeric characters of each license plate, were
recorded in the frontage road and at each ramp of the test network.
Hand recording was used at low volume data collection stations, and
audio recordings were made at high volume stations. These audio
recordings were later transcribed onto standard forms for manual
counting. Time references were provided in order to permit the
later identification of five~-minute time period.

These license plate data were then analyzed to determine the
origin destination frequencies present during the validation time
period (8). These origin-destination frequencies were then con-
verted into demand volumes for the first nine subintervals of the
validation period. (Table 4) For each subinterval entry link the
total volume was set equal to the corresponding demand volume.
These entry volumes were then apportioned in accordance with the
frequency distributions of the license plate data in order to obtain
the origin destination volumes for the entry and exit links. These
data were then used as input for the origin-destination assignment
option of the SCOT model. The results for a nine subinterval
simulation are shown in Table 5. Also shown is a comparison of
these results with those obtained from the validation run for
three measures of effectiveness, vehicles discharged, mean speed,

and mean saturation percent.

When this 0-D option is specified, the routing of traffic
through the network reflects dynamically changing minimum time
paths. Traffic is assigned via the minimum time route to its
destination. The time interval between successive calculations of
these paths is specified as input and in this case was specified
as 78 seconds. The travel times along alternate paths are computed
on the basis of data accumulated during the previous interval. Such
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a strategy 1is known as a '"capacity restrained" assignment (6).
gy p Y g

The value of travel time along each link in the network is
needed. The calculation of travel time for freeway links is simply
the ratio of link length to current speed. For non-freeway links,
the travel time is computed from intermittent calculations of

occupancy.,

At the present time, an '"all-or-nothing' diversion strategy

is employed. The following three assumptions are made:
1) "perfect knowledge" of conditions downstream 1is known,

2) the travel times previously calculated for each net-
work link do not change radically during the current
asslignment time period as a result of the routing

decisions being implemented, and

3) the network is of sufficient size and complexity to
preclude the assignment of vehicles to a limited

number of network links over any assignment period.

A review of the 0-D simulation results (Table 5) indicates
that the minimum time-path criteria has not been conclusively
shown to be the correct criteria for origin-destination traffic
assignments., Several possible explanations exist for these
results. First, the third assumption has been violated in that
the test network is smail and few alternative paths exist. The
second assumption was also compromised in that the "hunting" of
traffic demand from one set of paths during one assisgnment tim:
period to another set during the next time period was evident.
Finally, the assignment time period of 78 seconds was too long for
this test network as the mean vehicle travel-time was about 110

seconds.

One 1mmediate suggesiton is to reduce the assignment time
period commensurate with the network size, i.e., the computations
of link specific travel-times be determined more frequently than
once per signal-cycle. In this way, the "hunting' of traffic demand
from one set of paths during one assignment time period to another

set during the next time period will be reduced.
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9, RAMP CONTROL

Analysis was made of freeway ramp control versus no ramp con-
trol for the Dallas test network. This was performed by represent-
ing the validation scenario without ramp metering control. The
simulation results were compared with those of the validation run
in which ramp control is simulated. A comparison of the statisti-
cal results for average speed is shown in Table 6 where network A
represents "no Ramp Control" and network B represents "Ramp Control™

{the validation results).

Examination of this figure shows a statistical reduction in
speed with no ramp control for these freeway links in the vicinity
of the on-ramp. Speed is shown to increase for the upper ramp,
e.g., (link, 14, Z1) and to decrease for the lower ramp, e.g., link
(21, 4). This is consistent with the expected response of un-
regulated vehicle flow.

A calculation of travel time per freeway vehicle from node 2
to node 6 indicates an increase from 60.2 to 62.4 seconds to tra-
verse this 2,700 foot section of freeway. Average ramp vehicle
travel-time decreases from 22.0 to 17.2 seconds. In summary, at
constant demand level, very little difference in travel time is

seen by an individual driver.
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10. sumMary

The validation process described in this paper consisted of
data collection, model calibration, and model validation. The data
collection was implemented via ground-based time-lapsed photographic
techniques supplemented by aerial photographs and manual counts.

These techniques were found to be successful and economical.

Initial results of the model simulation runs revealed a sen-
sitivity of the model to small parametric changes. This resulted
in functional modifications to the SCOT model freeway logic in
order to replicate freeway traffic more realistically. These re-
visions were: 1) 1increased resolution of the "a' parameter of
the speed density relation, 2} an inter-link speed "look-ahead"
feature to represent the interaction of continuous freeway links,
3) the addition of a 50 percent density smoothing factor after
each density filtering period and, 4) a progressive speed change
after the density has been reevaluated.

After implementation of these modifications, the successful
SCOT validation run was made., Mann-Whitney U tests showed no signi-
ficant difference at the 1 percent level of significance between
the field and simulation results for the basic measures of effective-
ness: mean speed, flow, and saturation. Based on these statistical
tests, the distributions of simulation results and field data have

been demonstrated to agree well.

A review of the time history of percent difference of simulated
volume from field volume shows volume differences up to 20 percent.
The time history of percent difference of speeds exhibits marked
differences in the transition area from forced-flow (congested)
regime to the free-flow regime. In this transitional mode, freecway
traffic is characterized by strong random fluctuations in speed over
a range of density in the region of maximum flow. These time history
comparisons show that congestion exists longer in the field than in

the simulation model.

A review of the origin-destination traffic assignment demon-
stration results indicates that the minimum time-path criterion has
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not been conclusively shown to be the correct criterion. Comparicson
of simulation results of freeway ramp control vs. no ramp control
shows a slight reduction in vehicle speed for those freeway links
in the vicinity of the on-ramp with no ramp control.

It is not possible for simulated and field-time histories to
match in detail for each short subinterval of the simulation run
since traffic behavior is inherently a stochastic process. A true
measure of the ''goodness" of a macroscopic model is whether it
represents the mean traffic behavior with an acceptable level cf
detail. For predicting mean traffic behavior, i.e., volume, speed,
and density the SCOT model acceptably replicates freeway traffic
performance with a sufficient level of detail and is a useful tool

for assessing and comparing freeway traffic control strategies.
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APPENDIX A

FRONTAGE ROAD CONTROL STRATEGY

A Frontage Road Control Strategy (7) developed by Texas Trans-
portation Institute has been tested with the SCOT program. This is
a real-time, traffic responsive, frontage road progression analysis
and control strategy which operates the roads adjacent to urban
freeways as major arterials to relieve the congestion on the free-
way especially at peak hours. Two continuocus one-way frontage
roads and diamond interchanges are combined to form a two-way sig-
nalized arterial. These roads are analyzed with the program s¢-
lecting the phase sequence for each interchange yielding maximum

progression. The four possible signal sequences are:
1. Basic Three-Phase Signal Sequence
2. Three Phase-Favoring West Side Frontage Road
3. Three Phase-Favoring East Side Frontage Road
4, Four Phase-0Overlap Operation

An operating program deck containing this control strategy was
sent to TSC by FHWA. This was successfully run on the CDC 6600 at
Waltham. In order to interface this program with SCOT, several sub-
routines were written by G. Radelat of FHWA assisted by TSC personnel.
These consisted of a driver subroutine for the Frontage Road
Optimization Program (called the FRONT Program)}, a subroutine that
converts the output of FRONT into values of the SCOT variables and
a subroutine that converts the speed and volume data from SCOT into
appropriate variables for use in the FRONT program. In addition,
further modifications were made in the 8 FRONT subroutines and in
6 of the SCOT subroutines. Using the update version of SCOT, these
new subroutines and modifications were then added to SCOT and the

program successfully recompiled. Figure 6 shows the integration
of FRONT into SCOT.

To test this updated program, a 10 intersection sample network
(Figure 7) was created from the Dallas network. This network uses
the frontage roads from Haskell St. through McCommas Ave. on e¢ither
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START

CALL PREPRO
TO READ SCOT
INPUT

A SUBINTERVALD——LES

l

CALL FRONTCP TO
READ FRONT INPUT
IAND COMPUTE INITIAL

SIGNAL SETTINGS

CALL FACEZ
TO PASS SCOT
QUTPUTS TO
FRONTOP

l

i

CALL SIMUL TO
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SIGNAL SETTINGS
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l

SIMULATE TRAFFIC
FOR ONE MORE

SECOND WITH THE
SAME SETTINGS

Figure 6.

CALL FRONT
TO CCOMPUTE
NEW STGNAL

SETTINGS

Integration of Front Subroutine
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side of the North Central Expressway as arterial roads with signals

at each intersection as shown in Figure 2.

The input data for this combined SCOT/FRONT program consists
of the regular SCOT input data using dummy signal phasing data
plus the FRONT input data which consists of the following:

1. Saturation Volume

2. Minimum Green Time

3. Link Distances

4, Possible Phase Sequence

5. For each cycle range devised:
a. cycle range
b. movement traffic demands
c. 1link speeds

The FRONT subroutines calculate the most efficient cycle length,
offset, phase sequence and green times and these are used in the
SCOT portion of the program.

This test case ran successfully and the results plus a listing
of all modifications and additions were sent to FHWA for further

analysis.
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APPENDIX B
CONVERSION OF THE scoT 6600 PROGRAM TO THE 1BM 360

A subordinate task of the urban traffic corridor study was

the production of a version of the SCOT program executable on the
IBM 360. [The SCOT program discussed here is the preliminary version

before the changes mentioned in this paper were made.]

The 6600 update version of the Fortran SCOT program was con-
verted to the TBM 360. Punched cards were produced as 6600 output
and were used to create the 360 source tape. The update instruction
used to produce these was as follows:

UPDATE (F, N, W, C = PUNCH)

The necessary modifications to convert the network size from
110 to 160 links, from 900 to 1600 vehicles and from 70 to 99 nodes
were incorporated into the card deck. In addition, 43 integer
variables were converted to 1* 2 length specifications.

The following PL - 1 program developed by Draper Laboratory
was used to convert the BCD cards to EDBDIC tape records. Reccrds
were sequenced in steps of 1000.

CONVERT: PROCEDURE OPTIONS (MAIN)
DCL BUF CHAR (80);
DCL BUFFA CHAR (80);
DCL TEXT CHAR (72) DEF BUF POS (1);
DCL NUMBER CHAR (5) DEF BUF POS (73);
DCL ZIP CHAR (3) DEF BUF POS (78);
DCL INT CHAR (8);
DCL NUMBA FIXED DEC (5, 0)};
DCL ZEROS CHAR (3) INIT ('000');
DCL SYSIN FILE RECORD INPUT EXTERNAL:
DCL OUT FILE RECORD ENV (F (1680, 80) ;

4

DCL COUNT FIXED DEC (6);
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OPEN FILE (SYSIN) TITLE ('SYSUT1');

OPEN FILE (OUT) OUTPUT TITLE ('SYSUTZ2');

ON ENDFILE (SYSIN) GO TO ENDJOB:
ZIP = ZEROS;
NUMBA = 1;
DO COUNT 1 BY 1;
READ FILE (SYSIN) INTO (BUEFA):

TEXT = SUBSTR (BUFFA, 1, 72);

[}

BUF = TRANSLATE (BUF,') : 1?7 + = (', ' + " = 3

INT

NUMBA;
NUMBER = SUBSTR (INT, 4, 5,);
WRITE FILE (OUT) FROM (BUEF);

NUMBA = NUMBA + 1,

END JOB
PUT SKIP (3) EDIT ('TRANSFER COMPLETE - COUNT = , COUNT)
(A, F, (6) ); PUT SKIP (2) EDIT ('LAST RECORD ..., 'BUF)
(a);

END CONVERT

The taped program was then compiled, executed and debugged
using the JCL instructions as displayed in Reference 9, Exhibit
4.2.2. A slight modification of this arose because the input was
produced from tape rather than cards. The input tape JCL instructions

are as follows:

//FORT.SYSIN DD UNIT = ...,

//LABEL = ..., VOL = (PRIVATE, RETAIN, SER = ...},
//DSN = ..... ,» DISP = (,KEEP),

//DCB = (RECFM = FB, LRECL = 80, BLKSIZE = 1680)

In addition to the DD statement of Reference 9 exhibit 4.2.2.,
two files must be created. File 19 is a temporary file for storage
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of freeway flow and speed data during the execution of a given case.
File 20 is a temporary file for storage of the array while least
time paths for 0-D traffic assignments are calculated.

The DD cards for these files are:

//FT19F001 DD UNIT = SYSDA, SPACE = (301, (25, 25),, CONTIG),

//DCB = OPTCD = C

//FT20F001 DD UNIT - SYSDA,

//SPACE = (CYCL, (1, 1) ), DCB = (RECFM = VS, LRECL = 2044,
BLKSIZE - 2098),

//DISP = (, DELETE)

Source tape corrections after debugging were corrected using
the 0S utility IEBUPDTE. The source program was copied from SYSUTI
to SYSUTZ and the corrections which formed the data set were inserted.
The instructions for this update are as follows:

//STEP A EXEC PGM = IEBUPDTE, PARM = MOD
//SYSPRINT DD SYSOUT = A

//SYSUT1 DD UNIT = ..., VOL = SER = ...,

//DSN = ..., DISP = (OLD, KEEP), LABEL = (01, SL)
//SYSUT2 DD UNIT = ..., VOL = SER ...,

//DSN = ..., DISP = (,KEEP), LABEL - (01, SL),

//DCB - (RECFM = FB, LRECL = 80, BLKSIZE = 1680}
//SYSIN DD DATA

./ NAME CHANGE
FORTRAN CARD #1 SEQUENCE NOC.,
FORTRAN CARD #2 SEQUENCE NO.
.
.
o
./ ENDUP

When recompilations of individual subroutines were required
due to the correction or addition of FORTRAN instruction, the include
statement as demonstrated in Exhibit 4.2.2 was utilized. A new
load module is created by this instruction.

A set of instructions to run and edit the program, a source

tape and a demonstration run with an identical output produced on
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the 6600 has been forwarded to FHWA. Compile time for this version
required approximately 5.6 min. The load module required 448K bytes

of core for execution.
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